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Interactive Learning in Continuous Multimodal
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Abstract—A probabilistic framework for interactive learning in
continuous and multimodal perceptual spaces is proposed. In this
framework, the agent learns the task along with adaptive parti-
tioning of its multimodal perceptual space. The learning process is
formulated in a Bayesian reinforcement learning setting to facil-
itate the adaptive partitioning. The partitioning is gradually and
softly done using Gaussian distributions. The parameters of dis-
tributions are adapted based on the agent’s estimate of its actions’
expected values. The probabilistic nature of the method results in
experience generalization in addition to robustness against uncer-
tainty and noise. To benefit from experience generalization diver-
sity in different perceptual subspaces, the learning is performed
in multiple perceptual subspaces—including the original space-in
parallel. In every learning step, the policies learned in the sub-
spaces are fused to select the final action. This concurrent learning
in multiple spaces and the decision fusion result in faster learning,
possibility of adding and/or removing sensors—i.e., gradual expan-
sion or contraction of the perceptual space-, and appropriate ro-
bustness against probable failure of or ambiguity in the data of
sensors. Results of two sets of simulations in addition to some ex-
periments are reported to demonstrate the key properties of the
framework.

Index Terms—Adaptive partitioning, decision fusion, multi-
modal perception, reinforcement-based Bayesian learning,
subspace learning.

I. INTRODUCTION

EINFORCEMENT LEARNING (RL) methods are
widely used in different disciplines because of being
interactive and unsupervised. Nevertheless, complications in
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dealing with continuous, multimodal, and complex perceptual
spaces in addition to having a relatively slow learning speed
have hindered RL methods from being employed in situated
systems. Different discretization and function approximation
methods, in addition to mixtures of learning, modeling, and
planning frameworks—see Dyna-Q [1] as an example—have
been proposed so far to partially solve the mentioned problems.
However, more effective solutions are yet needed to sufficiently
increase the appropriateness of the RL methods for real world
applications.

Uniform discretization of the perceptual space with suf-
ficiently small quantization levels hypothetically results in
good learning performance in low-dimensional and compact
perceptual spaces. Nevertheless, fine quantization causes the
curse of dimensionality in large and multimodal spaces.

Function approximators on the other hand are used to reduce
the need for fine discretization. This lessens the curse of di-
mensionality and results in generalization and faster learning.
Widely employed function approximators are artificial neural
networks, fuzzy systems, linear, and radial basis functions
(RBF), etc.; see [2]-[8]. However, the quality and speed of
learning highly depend on the suitability of the selected func-
tion approximator, its initial settings, and the appropriateness
of the state representation method for the problem at hand.

To deal with the mentioned problems, a learning approach ca-
pable of adaptive partitioning of continuous perceptual spaces
is required. The partitioning is task-based and should be inline
with the expected reward maximization. Moreover, the learned
policy should be close enough to the optimal policy all over the
perceptual space. The ability of generalization [9] and robust-
ness to noise and uncertainty are other important requirements.

From the cognitive psychological perspective, a metaknowl-
edge can be used to classify or partition things into categories
[10]. Accordingly, task-based partitioning of the perceptual
space is a categorization process based on some metaknowledge
about the task. On the other hand, some biological researches
show that mirror neurons [11]-[13] classify the perceptual
space based on the affordable actions [14], [15]. It seems
that this categorization is the result of learning and is done
gradually. We adopt this finding and design a perceptual space
partitioning method accordingly.

In this paper, we propose a framework in which partitioning
continuous and multimodal perceptual spaces is performed
automatically while the task learning is done interactively. The
learning process is formulated in a Bayesian RL setting. This
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facilitates soft and adaptive partitioning of the perceptual space
in addition to experience generalization. The partitioning tech-
nique is action-based and is done using a mixture of Gaussian
distribution functions. By action-based we mean that, a novel
partition is generated only if a considerable change is observed
in the policy. The Gaussian functions are matched with the
Bayesian formulation and benefit the framework in terms of
generalization, gradual adaptability, and further mathematical
analysis.

Another major aspect of the framework is supporting concur-
rent learning in multiple perceptual subspaces and the fusion
of policies learned in those subspaces. This property results in
faster learning; as the learning speed and generalization capa-
bility of our Bayesian RL varies from one subspace to another.
By the concurrent learning and the policy fusion we exploit this
diversity.

The organization of the paper is as follows. Related re-
searches are reviewed in the next section. In Section III, the
problem under consideration is described in more details. In ad-
dition, the basic idea of the proposed approach is discussed and
formulated. The learning algorithm is introduced in Section IV.
The simulation and the experimental results are reported in
Section V. Finally, some discussions and conclusions are given
in Section VI.

II. RELATED WORKS

The first set of related works mainly includes state abstraction
and perceptual space partitioning methods. In these methods the
space is partitioned and abstracted manually or by using super-
vised methods, e.g., [2]-[4], [7], and [16]-[23]. These methods
either result in the curse of dimensionality in large spaces, re-
quire prior knowledge or need training data. To partially resolve
these problems, adaptive discretization methods, such as U-Tree
and its extensions [24], [25], variable resolution methods [26],
and the VQQL algorithm [27], [28], are proposed. Such map-
ping methods are not directly inline with the expected reward
maximization, they do not consider the natural uncertainty and
noise existing in observations of the real world, or their effec-
tiveness highly depends on the designer’s knowledge. In addi-
tion, revising the partitions adaptively is a very difficult task in
most of these methods.

Incorporating self-adaptability, Smith [29] has proposed to
abstract and quantize the continuous perceptual and action
spaces using two self organizing maps (SOMs) and then relates
them via a Q-table. Mobabhi et al. [19], inspired by the mirror
neurons, have reported a single step imitative learning approach
for the phoneme acquisition problem. They used deterministic
and crisp mapping functions to partition the perceptual space.

The topics of the second set of related researches are mainly
on learning in multiple perceptual spaces and fusing the learned
policies. The key idea here is to scale ordinary RL methods for
learning tasks with complex and high-dimensional state spaces.

In [30] a framework named Cooperative-Competitive-Con-
current Learning with Importance Sampling (CLIS) has been
proposed. In this framework, the agent has multiple learning
modules with different numbers of parameters and learning al-
gorithms. Learning in the modules is done concurrently. In the
CLIS framework, some heterogeneous reinforcement learning
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modules share the same sensory-motor space to obtain a good
performance. However, in our method, the agent policy is con-
currently learned in multiple heterogeneous sensory spaces. As
a result, the learning performance and speed is improved. Also
in our framework additional sensory spaces can be added or de-
tached on-the-fly.

In this paper, we model the existing uncertainty in the
agent’s perceptual space by using a Bayesian framework. It
helps the agent to convert unmanageable incompleteness into
a manageable uncertainty; see [31]-[36] for the concept and
some examples. Additionally, unlike [19], we consider multi-
step tasks Furthermore, the proposed framework provides the
capacity for concurrent learning in multiple and multimodal
perceptual spaces; see [37] for the benefits.

III. INTERACTIVE LEARNING VIA ACTION-BASED SOFT
PARTITIONING IN MULTIPLE SPACES

Consider a robot equipped with S sensors and assume that the
world can be modeled by a Markov Decision Process (MDP)
through the union of those sensors. The perceptual space of
the robot is the Cartesian product of the sensory spaces, i.e.,
X' x X% x ... x X% where X" is the i*! sensory space. The
sensory spaces are continuous and include uncertainty. It is as-
sumed that the robot has A actions. The robot should learn the
best action in response to each of its perceptual points. Learning
is based on the feedback the robot receives from the environ-
ment in terms of the reinforcement signal r in response to its
actions. Therefore, an RL setting has been employed. The first
step in learning is partitioning the perceptual space in a way that
uncertainty in the sensory information is considered, generaliza-
tion of experiences is possible, and the curse of dimensionality
is reduced.

From the multiagent point of view, the agent’s (i.e., robot’s)
mind can be composed of tiny agents, where each of them ob-
serves the environment through a specific perceptual space and
learns to suggest a suboptimal action based on its partial ob-
servation. In each learning step the suggested actions are fused
using an expertness criterion. Thus, the main agent’s mind struc-
ture can be considered as a cooperative multiagent system. A
schematic overview of the proposed framework is illustrated in
Fig. 1. In the following subsections both the probabilistic mod-
eling of the tiny agents and the expertise measure will be ex-
plained in detail.

A. Modeling

In the probabilistic formalism, the suitability of performing
the ith action a; by the sth agent T in perceptual space X* can
be encoded as the probability distribution P(a;|X®). Therefore,
our action selection problem by tiny agent 7'® is reduced to com-
puting the posterior probabilities P{a;|X*). On the other hand,
by applying the Bayes rule, we have

P(a;]X*) = n.P(X*|a;) P(a:) M

where P(X®|a;) and P(a;) are the likelihood of action a;
and the prior probability of action a;, respectively. Also 7 is
a normalization factor. Based on (1), for estimating distribu-
tion P(a;|X*), distributions P(X?*|a;) and P(a;) should be
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Fig. 1. Approximate scheme of the proposed framework for learning via ac-
tion-based soft partitioning the multiple perceptual spaces.
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estimated as well, which is the main focus of the next section.
However, before estimating these distributions, we should first
specify a parametric form for the likelihood P(X *|a;).

An agent’s actions may be associated with different compo-
nents (soft partitions) in the perceptual space. Thus, for each
action a;, there may be more than one region in the state space
where the likelihood P(X *|a;) is high (As an example in Fig. 1
the “Turn” action has two apparent representatives in the first
perceptual space). We call these regions the modes or the modals
of the probability distribution P(X *|a;). As aresult, P(X*|a;)
must be modeled as a multimodal distribution to capture the
scattered nature of the optimal action in the perceptual space.
To do so, the mixture densities model [38] is used. As a result,
the likelihood of the action a; is decomposed as

s

P(X%|a;) = ip (X*|M3) P

i=1

(M3 |a;) 2)

where the M7 are the components of the mixture model of the
tiny agent T5 Distribution P( ) conveys the probability
of observing X * when the observation is generated by the com-
ponent M? and (M ?|a;) is the contribution weight of the com-
ponent ]W ? for the action a;. For the sake of simplicity, all the
components of different actions are unified in the set M* whose
cardinality is g° (We simply set P (M |a;) to zero if the compo-
nent M7 does not belong to the action a;.) By substituting (2)
into (1) we get

.
Plai) 32 P (X°IM;) P (M]as)
=

PlalX") = ;
> {Pmk) > P

k=1

(Xs[M?) P (M;:ax) }
)
According to (3), we can conclude that to compute P (a;|X*),
we should first estimate the probability distributions P(a;),

P(M;|a;) and P(X"(¢)|M7). In the next subsection, the
method used to model these dlstributions is described.

B. The Parametric Forms

In this section, the parametric forms used for each of the
three mentioned probability distributions are explained in de-
tails. Here the Bayesian approach is adopted to estimate the
parametric forms.

1) Modeling of P(M?|a;): This distribution can be parame-
terized as

P(M = Mlo=ai f5) = P(Mjlai, [5) = [ (4
where f7 (i € [1,A],j € [1,q°]) encodes the normalized be-
lief of component M belonging to action a;. To estimate this
probability distribution, we define matrix B* = [b]; € }] Axge
where b7; is the nonnormalized version of f;. Subsequently, we
need a normahzatlon function to map b;; to }‘ . This normaliza-
tion function is defined as follows:

fr=o0): Y =n0R=01 )

where ©(-) is the normalization function. There are many func-
tions—Ilike the Boltzmann function—to map real values into
probabilities; however, choosing a good one which normalizes
truthfully is somewhat tricky. In the proposed framework, a
heuristic normalization factor is employed to normalize belief
values. This normalization factor is defined as follows:

e — ‘Inin ({bfj})‘
1 fin ({og; 1|~ (5D

€[1,A],j€[l,q]

(6)
As a result, the normalized belief of the component M7 be-
longing to the action a; is calculated based on the following
equation

P (M;lai) = (b3 + ") Z (tn+87). @

2) Modeling of P(a;): From (7), b; can be interpreted as
the ratio of observed stimuli which s1n1u1taneously belongs to
the action «; and is absorbed by the component A/ . Therefore,
the probability P(«;) can be calculated directly from matrix B

() /S (). @

j=1 k=1j=1

3) Modeling of P(X*|M?): Due to the fact that distribu-
tion P(X?*|M?7) measures the proximity of stimulus X to the
center of the component M7 in a nonlinear fashion, a sym-
metric uni-modal distribution is suitable to model it. Among dif-
ferent symmetric uni-modal distributions, the normal distribu-
tion is selected. Such a distribution can be used to describe, ap-
proximately, any variable that tends to cluster around the mean.
This characteristic of Gaussian distributions facilitates general-
ization of observed states into un-observed ones.

To employ a normal distribution, its mean vector and its co-
variance matrix need to be known in advance, but this is not pos-
sible in our problem domain. Thus, we should define parametric
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distributions for these unknown parameters to encode our be-
lief about them. As a result, the covariance matrix and the mean
vector are set to take the Wishart distribution and the normal
distribution conditional on the covariance matrix, respectively
[38]. Using these distributions, it can be proved that P( X * |M !
takes a multivariate t distribution with parameters «? 5 ,8;,
and v} (interested readers can refer to [38] for the proof)

CH (aj —ns—i—l)ﬁ&?_1
©)

To explain each of the four parameters of distribution
P(X?|M?), we first define S; to be the set of the perceptual
vectors based on which the distribution P(X*|M) is esti-
mated. Then the parameters are defined as follows: v] is the
cardinality of S7, p7 and (7 are the empirical mean vector
and the nonnormalized empirical covariance matrix of the S7’s
members, respectively. Normally, o] is set to vf —1.

Now we derive parametric forms for P(a ), P(M;|a;) and

P(XS|M;):7F(X“;a;—ns—&—l,/,c’;,

P(X?|M?). Parameters are the matrixes B* = [b;] Axge and
D* = [adpiBv ?]q 4> which should be learned to compute the

distribution P(a;| X *(t)). Moreover, the number of the compo-
nents (¢*) used to cluster the 5" perceptual space should also
be determined gradually from observations. In Section IV, a re-
inforcement-based algorithm is proposed for learning the pre-
sented model interactively.

IV. THE LEARNING ALGORITHM

The general scenario in each learning step is that, the tiny
agent T perceives perceptual vector X * from the environment
and based on its current estimation of P(a;|X?), it stochasti-
cally finds the most promising action ay (g stands for guessed)
to which the vector X belongs, See Fig. 2. These guessed ac-
tions are fused by a fusion method. Then, by performing the
fused action a,(#), the tiny agent 7 receives the reinforcement
signal . The learning algorithm walks through different steps
in accordance with the reinforcement signal, which is discussed
in the following subsections. Fig. 2 shows a schematic block di-
agram of the learning algorithm.

A. Initialization

In this step, the initial values for parameters ¢°, B® =

[b3 and D* = [ap; ﬂjv;]q are set

L,]AX

A « (The number of actions)

¢ <0

B® — Rand, «q

Viell...¢"]:
af — =1, pf—1[000 ... 0]y
v; < 0, f; < InitialVariance X I,-

where InitialVariance is a scalar representing the initial variance
of the components, n° is the s perceptual space dimension,
Rand is a random matrix, and 7 is the identity matrix. Note that
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Fig. 2. Block diagram of the proposed framework—different parts and their
relationships.

the number of actions is equal to the size of the agent’s action
set, which is known in advance.

B. Estimating Pdfs

In addition to P(a;), P(M;|a;) and P(X*|M;), some
other probability distributions, i.e., P(M?|X"), P(M7),
P(M;|a;, X7), and P(M7|a;, X*) need to be estimated in
advance. In the following subsections these distributions are
considered in detail.

1) Estimating Distribution P(M?|X*): This distribution en-
codes the probability of component /7 belonging to perceptual
vector X*. By applying Bayes rule we have

P (X|a5) P (M)
P(X)
P(X*|M;) P

P (13]X7) =

(M)

P (X P

=oP (X°|M?) P (M)

2

(10)

where o is a normalization factor.

2) Estimating Distribution P(M3): This function is the
probability distribution of component M and it can be directly
estimated by matrix 3.

pon) = (30 +b)>/<i"z(;k+as)>

i=1 i=1 k=1
Y]
3) Estimating Distribution P(M?|a;, X*): This distribution
is the probability of X * being absorbed by component M 7 when
action a; is performed. P(M}]a;, X*) is estimated as

. P (X*|M3) P (M;|a;)
X) — e J J

Y, P(Xe M) P
k=1

P (M3|as,
(Miai)
—oP (X*|M;) P

(Msla;).  (12)
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4) Estimating Distribution P(M?|a,;, X*).: This distribution
is the probability of X'* being absorbed by component M when
action «; is not performed. P(M;|a;, X*) is computed as

P (X*|M?) P (M)

P (Mj|a;, X*) = —
3P (X*IMY) P (M [ax)

P (X7|M7) [1 = P (M]la:)]

PO 1 - P (M)
o (X°1083) [1 - P (Mla)] - (13)

C. Action Selection

In the proposed framework, the suitability of an action is de-
fined in terms of the expected reward and is encoded in the
distribution P(a;|X*®). However, the guessed action is made
stochastically, based on another distribution (i.e., P.(a;|X*))
which is calculated based on distribution P(a;|X*). An extra
variable 7' (temperature) is employed in distribution P, (a;]| X *®)
in order to move smoothly from random action selection to
greedy action selection by decreasing temperature T during the
learning stages. Distribution P, (a;| X S) is defined as

P x?) = exp (P23 Z o (P,

(14)
Then the guessed action a, in the s perceptual space is se-
lected stochastically, based on the following equation

th

a, = arg soft max { P.(a;|X")}. (15)

D. Computing the Updating Weight

Similar to the Temporal Difference algorithm [16], in the pro-
posed framework a TD-like error is computed in order to cal-
culate the updating weight. This weight is used for updating a
specific component. Before computing the TD error let’s define
the most absorbent component for the vector X *(¢) as

M?

() —argMJz_LxP(Mﬂag,Xs) . (16)

Here, we merely update the most absorbent component
M .. More specifically, after fusing the guessed actions and
activating the fused action a,, the next perceptual vector X'* is
observed and both the next greedy guessed action a;'* and the
next most absorbent component M2, . are found according to

the following equations

(1,/; = argh{axp(&i‘XIS) (17)

My, = arg M&XP (]\,[bm’a X/a) (18)

Having ag, My, Cf and M7, the TD-like error is com-
puted as

TD:‘rr = ('I‘ + rybfzils,ﬂ,["‘fac - (19)

5
bag‘r‘/‘/[r.?nu:)
where «, v, and r are the learning rate, the discount factor,
and the received reward in response to the active action ay,
respectively.

Based on the TD error value, the updating weights are com-
puted by different probability distributions

Vi€[l...q]

if (T D > thrpositive_sample)
w; = (]\/f;|(Lg,XS)

else if (T'D,, < thryegative_sample)
w; = P (JW;WQ,XS)

else

ws =
LU]

P (M;|X*) (20)
where w; is the updating weight of component A/} and
thipositive_samples tATnegative_sample are thresholds that indi-
cate the correctness of the guessed action. In fact, as a more
suitable action results in a higher reward, when the TD error
value is above thrpesitive_sample, MOst probably the guessed
action is selected suitably. Accordingly, the performed action
should be considered in computing the updating weight and
the distribution P(M?[a,, X*) is employed to estimate the
updating weights. On the other hand, a TD error value which
is below thrpcgative_sample implies that the guessed action
has been chosen improperly and it should not contribute in
estimating the updating weight. In this case the distribution
P(M;|a,, X*) is used to estimate the updating weights. The
action @, indicates all other actions except a,. In other cases,
as there is no evidence of properness or improperness of the
guessed action, the components’ updating weights are com-
puted from the distribution P(M7|X 7).

E. Updating Step

In this step, matrixes B and D are updated. First the updating
mechanism of B is considered

bng,J <—b ] +TD

where J = arg max {wj} )
7

err 7

2

In this step, only b, ; which is related to the maximum weight
is updated. It means that instead of updating all b;jg’j; jell. ¢
just bzg s is updated. It is called hard updating

At the second substep of updating, matrix D* =
[t ]qsx , is considered. Basically the probability
dlStI‘lbuthl‘l function P(X*|M) is estimated from the value
of this matrix. Actually, there are two subtasks when a new
state X* is observed; it can be used either for updating the
existing components or creating a new one. To distinguish
these subtasks, some criteria should be satisfied based on the
following equation

Lf(

< th’ new _componcent
OR TDerr > thrnegative_sample)
Update components
else

Add a new component. (22)

In (22), two conditions are evaluated to determine the updating
or adding of a component. The first criterion is the minimum
Euclidean distance between the vector X* and component M.
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In fact component M? is a prototype vector in the perceptual
space

< thf’ncv» _componcnt (23)
where the value of thrnew_componem determines the density of
components distributed in the perceptual space. In other words,
if this threshold is set to a very large value, most of the observa-
tions will be used to update the existing components. Then, the
perceptual space will be partitioned by a few large components.
On the other hand, there will be a lot of small components, if the
threshold is chosen too small. Therefore, this threshold controls
the density of components in the perceptual space. The second
condition is

TDerr > thrnegative_sample (24)
where thryegative_sample 1S the threshold to determine wrongly
selected actions.

1) Updating Components: Similar to the updating of matrix
I3, in this step just one component is updated in order to build a
more local model of the perceptual space. The component which
maximizes P(X*|M;) is the one that is updated

j = argmax {P (X*|M})}. (25)
J

Then by choosing the most appropriate componentj' for up-

dating, the following steps are taken

U Ll‘

T
B =B+ m (=) (x-m) o)
J ’ wjf ' '
w5 H + vl 4+ wi <X B Mj) 7)
3 J
a; —astws
CH (28)

2) Adding a New Component: As mentioned before, a new
component is created if some criterion [see (23), (24)] is satis-
fied (There are also other criteria like ones mentioned in Adap-
tive Mixtures [39]).

Once a new component is created, its parameters are initial-
ized, as in the initialization step of learning, except for b
which is initialized based on the T'D;

err

ay,q°°

¢ —q¢+1

nz; —n’, 7);5 —nf+1

P — X7, B3, « initialVariance X I (29)
B « Randyxg: (30)
ll;f(TD:TT>fhrpositive_sample) by, = 1

clseif (TDS,, <thruegativesample) U5 g — —1. (31)

In 31) if T"D7,., is greater than thr,gsitive_sample MOSt prob-
ably the performed action a, has been selected correctly and
accordingly by initializing b‘;g’ 4+ t0 “1,” the probability of se-
lecting a,, correctly in the next learning steps will be increased.
On the other hand, by setting ba g5 —17 selection of a, in
the next learning steps becomes Tess probable.
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F. Action Fuser

According to Fig. 2, in each action selection step all suggested
actions (a}.aZ...a5) are input to the action fusion unit and
subsequently, the fused action is performed. In fact, the decision
fuser selects the action that belongs to the perceptual space in
which the tiny agent 7 is the most expert. Therefore, a proper
expertness criterion is essential in choosing the best suggested
action [40], [41].

Basically, the expertness of a reinforcement learning agent
in a specific state can be characterized by the following two
criteria: 1) the agent should have visited the state a reasonable
number of times, 2) the agent should have received higher re-
wards from that adequate number of visits [40].

In the proposed framework, the value of the distribution
P( ¢) encodes the amount of visiting of state X'*, when
absorbed by the component M;. Based on (26), (27), and
(28), when the component M absorbs a state vector such as
X, not only the cardinality of the distribution P(X*|M?) is
1ncreased but also the covariance of this distribution is de-
creased. Accordingly, the value of P(X *|M) for states which
are absorbed by component M will be increased. Thereby, this
distribution can satisfy the ﬁrst mentioned expertness condition
properly. On the other hand, according to (7), (8), and (21) the
value of distributions P(M?|a;) and P(a;) are indirectly up-
dated by the 7D .. Thus, a higher value of these distributions
indirectly means that these states have been rewarding enough
so far. Therefore, P(M?|a;) and P(a;) can satisfy the second
condition of the suitable expertness measure.

Regarding (1) and (2), and also the above discussion, distri-
bution P(a;|X*) can be a proper expertness measure.

In sum, the action fusion process can be reduced to selecting
that action (a;) whose P(aj|X*) value is higher than other

g
ones. That means

ay = argmax [P (a)|X7)]_,

(32)

Note that the max operator is just one possible method to fuse
actions; other suitable methods such as min-entropy and voting
are also applicable. However, regarding the above mentioned
expertness criteria, the max operator is found to be a more ap-
propriate candidate in the proposed framework.

V. SIMULATION AND EXPERIMENTAL RESULTS

A set of simulations and experiments on different mazes and
single car driving tasks have been performed to test the perfor-
mance and the general applicability of the proposed methods, as
well as revealing their advantages and limitations.

The physical robot employed in the experiments is an E-puck
robot [42] (see Fig. 12). This mobile robot is equipped with
two stepper motors by which it can move around. Moreover,
the robot has a USB Bluetooth communication system which
permits us to run the learning algorithm on our PC instead of on
the limited hardware of the robot.

A. Maze Task

In this problem a mobile robot is placed in an area of specific
width and length in which there are some obstacles and a goal,
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Fig. 3. Environment 1—Small arrows at the selected points show the learned
optimal policy by the proposed algorithm. The red, the black, and the white
areas are the goal, the obstacle, and the free spaces respectively.

see Fig. 3. The robot is supposed to learn the shortest path to the
goal while avoiding the obstacles. In each learning step, we let
the robot move five units in one of the 8 (r = 8) predetermined
directions (i.e., 0, 7 /4, 7 /2, 3w /4, 7, 5w /4, 3x /2, and Tw /4).
It means that the robot can cluster the perceptual space into at
most 8 distinct categories. Indeed, this correspondence comes
from our action-based partitioning view.

1) Simulation Result I: In this simulation the following con-
ditions are set: the robot’s perceptual space is its 2D (x,y) po-
sition; the value of tA7hew _component 18 gradually reduced from
0.25 to 0.2 during learning. In addition, thr,esitive_sample and
LhT negative_sample are set to 6 and —3 respectively and the ini-
tial variance is set to 0.1. After every movement of the robot,
three different internal reinforcement signals are generated; if
it comes into an empty space (neither goal nor obstacle) it gets
—0.1, if it faces an obstacle, the punishment is —5 and finally
if it reaches the goal, it receives 20 as the reward. Besides, the
learning rate () is changed from 0.9 to 0.1 and the forgetting
factor is set to 0.8.

The proposed method is benchmarked against Q-learning
with discrete states. In order to have a fair comparison, four dif-
ferent quantization levels (i.e., 2, 2.5, 3.3, and 5) are designed
for the Q-learner and since the environment’s size is 50 x 50,
the Q-table size of the four Q-learners are 25 x 25 = 625,
20 x 20 = 400, 15 x 15 = 225, and 10 x 10 = 100, respec-
tively.

In Fig. 4, average reward (window size = 20) and accu-
mulated reward of the proposed approach against the episode
number are shown and compared with that of Q-Learners having
the mentioned quantization factors. As the figure shows, our
method demonstrates faster learning and higher rewards during
the initial stages of learning; which is quite important in prac-
tical applications of RL.

As shown in Fig. 5, the number of produced components is
126. That number represents the Q-Table size and it is close
to that of the coarsest applied quantization level, which does
not lead to an acceptable learning. On the other hand, the best
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Fig. 4. Average (window size = 20) and accomulated rewards gained by
the proposed algorithm in comparison to those obtained by the Q-Learners with
different state quantization factors (i.e., 5, 3.3, 2.5, and 2).
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Fig.5. Number of components, learning rate and value of ¢ during the learning.

Q-learner quantization factor (3.3) is determined by trial and
error which is not possible in practice. In fact our approach gains
this performance without any prior knowledge about the best
distribution of prototypes. Also the distribution of the learned
components—as illustrated in Fig. 6—shows that the proposed
algorithm controls the density of the components properly. For
example in Fig. 6, in an area like A, where the optimal actions
are the same, fewer components are generated in comparison
with the number of components in an area like B. This adap-
tive generation of components is the main reason for faster con-
vergence and for gaining more rewards during early stages of
learning. In other words, the agent tries to assume components
that are as general as possible. This leads to consuming fewer
episodes for learning components in the areas where optimal ac-
tions are the same; e.g., area A in Fig. 6. Let us call this property
generalization ability.

Now the question is “to what extent does this generalization
ability hold?” To answer this question, some other environ-
ments (see Figs. 7, 8, and 9) are employed. The results are
compared with those of a Q-learner with 3.3 quantization
factor. The simulations show that by scattering more obsta-
cles in the environment, the generalization ability decreases,
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(window size = 20), and accumulated reward by the proposed framework
in comparison with the Q-learner (quantization factor = 3.3).

and the performance of the proposed approach comes closer
to—but still better than—that of the Q-learner. In fact scattered
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comparison with the Q-learner (quantization factor = 3.3).

obstacles worsen the generalization ability by decreasing the
number of free spaces. It means that the selected space rep-
resentation—XY coordinate—does not code a strong enough
generalization property in terms of the discussed action-based
partitioning and learning when the obstacles are distributed in
the environment. This is due to the fact that optimal actions in
neighboring points of an XY coordinate are different; which
means that more components are required (129, 139, and 138
components for environments represented in Figs. 7, 8, and
9, respectively), and consequently there is less generalization
capability and slower learning speed.

2) Simulation Result II: This simulation is designed to
demonstrate the advantage of learning in multiple perceptual
spaces. All conditions are similar to the Simulation I, except
that we have two extra perceptual spaces here. In other words,
there are three tiny agents with different state spaces; one with
the XY robot position, one with its X coordinate, and the third
one with robot’s position in the Y direction.
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As shown in Fig. 10, learning in three spaces at the same
time (PA[XY, X, Y]), accelerates the learning speed by em-
ploying the generalization ability of the proposed method in
low dimensional perceptual spaces (i.e., X and Y). In fact, as
the figure shows, PA[X] and PA[Y] agents cannot learn the task
completely as the world is not fully observable by them. How-
ever, they speed up the learning process of PA[XY,X,Y] agent
at its early stages. Note that this achievement does not necessi-
tate any more learning episodes for the robot, because learning
in all spaces is done in parallel.

Fig. 11 shows the same results in the Environment 4 (Fig. 9).
As the obtained results indicate, the generalization ability of
learning in subspaces (X, Y) is decreased; which is due to a
reduction in the size of the free areas. Therefore, in Fig. 11, the
learning speed in multiple perceptual spaces (PA [XY, X, Y]) is
closer to that in PA [XY], compared with the result illustrated
in Fig. 10.

3) Experimental Result: In this section, an E-puck robot [42]
is employed to examine the learned policy in a noisy and real
environment. This experiment has been executed to show the
ability of the proposed framework to manage uncertainties and
to generalize the learned knowledge.
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Fig. 10. Average reward (window size = 20) and accumulated reward gained
by the proposed approach and the Q-learner in the Environment 1. PA[XY]=
learning in XY sapce, PA[X] =learning in X sapce, PA[Y]=learning in Y space,
PA[XY,X,Y] = learning in multiple perceptual spaces XY, X, and Y, PA[X, Y]=
learning in multiple perceptual spaces X and Y, and QL(3.3)=a typical Q-learner
with quantization level 3.3.
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As in the simulation, the robot’s goal is to reach a specific area
while it is avoiding the obstacles. This experiment includes two
steps. In the first one, a model of the real environment—except
the model of input sensory noise—is employed for learning (see
Fig. 13). In other words, the robot first learns the desired be-
havior in the simulation environment. Then, in the second step,
the robot employs the learned behaviors in the real environment,
see Fig. 12. In fact, in this step the robot selects greedy actions.
A camera is installed above the maze to send feedback to the
robot of its position.

Fig. 14 illustrates the received rewards in the learning step
during the 600 episodes and Fig. 15 demonstrates the received
rewards in the real environment during 50 episodes.
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Fig. 12. E-puck robot and the experimental environment.
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Fig. 13. Small arrows at the selected points show the learned optimal policy by
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Fig. 14. Received and average reward during the learning in the first step
(simulation).

It is noticeable that the simulations report the learning process
(see Fig. 14) while the experimental results show the robot per-
formance using the already learned policy in the simulation.
Therefore, the final parts of graphs in Fig. 14 should be com-
pared with the data shown in Fig. 15. Considering the graph
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scales, this comparison shows that there is no significant per-
formance drop from the simulations to the experiment; which
is a good achievement. In addition please note that due to the
averaging window size of 20, the lower diagram is sketched for
30 episodes.

It is a common practice to learn the task in the simulation
and then employ the learned knowledge in the real world, when
learning from scratch is experimentally not feasible. Since the
real world and simulators differ to a considerable extent, it is
highly probable that the optimal policy found in the simulations
does not result in proper behavior in the experiments. However,
we showed that our method is a positive exception. This means
that, in our approach, learning in simulations results in good per-
formance in experiments as well. It is due to the fact that by soft
and probabilistic partitioning of the state space, we make our
agent robust against uncertainties and noise that exist in the real
world. One of the major sources of uncertainty is the difference
between the real world and its model used in the simulations in
addition to error in the agent’s sensory systems.

B. Single Car Driving Task

A simplified driving simulator is written in MATLAB. It con-
tains a road and a small car in it. The robot (small car) can visu-
ally observe three available spatial areas; front, left, and right. A
simple view of its visual field and the roads is shown in Fig. 16.

The robot’s motor actions are setting the forward speed to
(1.5, 3 cm/s) and the steering angle to (—pi/8, 0, pi/8).

The reward function is defined as

r(t) =200 x (body-in_road — 1)
+ 120 x (front_body_in_road — 1)
+ 5 x (cur_speed — max{robot_speed})
— 0.1 X |cur_str_angle|

— 300 x (is_out_of_boundary). (33)

The parameters in the reward function are defined as:
* Body in_road: percentage of the robot’s body in road. The
more off-road body, the more punishment will be assigned;
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() (b)

Fig. 16. a) the road map used for training called learning road, b) the road map
used for simulation test called test road, c¢) the E-puck robot driving on the road
map used for experiments. The spatial visual areas are specified: Front, Left and
Right.

» Front_body in_road: percentage of the robot’s front per-
ceptual space in road. It is important that both the robot
and its perceptual areas to be in the road boundary to keep
the road observable;

* Cur_speed is the current velocity of the robot and
max{robot_speed} is its maximum velocity. It means the
robot should move faster to get less punishment;

* Cur_str_angle is the current steering angle of the robot
which is less rewarding if it is far from zero;

* is_out_of boundary is set to one if the robot goes out of the
environment by performing its suggested action. In other
cases it is set to zero.

Therefore, the robot’s driving task is summarized into
learning how to drive within the road boundary at maximum
speed while trying not to go out of the environment's boundary.

1) Simulation Result: In this simulation the following con-
ditions are set:

The perceptual space is a three dimensional space which is
defined as:

X = [front,left,right] € R?

+ front: the road percentage in robot’s front visual area.
* left: the road percentage in robot’s left visual area.
* right: the road percentage in robot’s right visual area.

thrnow_componcnt =0.6 —0.25

—10
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Fig. 17 illustrates the average reward (window size = 100)
and accumulated reward during the learning in the learning en-
vironment [see Fig. 16(a)]. After learning the optimal policy in
the learning environment, the learned behavior is tested on a
different road [the test road in Fig. 16(b)] to demonstrate the
generalization ability of the proposed framework (see Fig. 18
for the result). The robot greedily selects actions during the test.
The suitable average and accumulated reward on the test road
[see Fig. 16(b)] show the applicability and the robustness of the
proposed framework against new roads.

2) Experimental Result: The learned policy is employed
on the E-puck robot driving on a real miniature road [see
Fig. 16(c)] in order to demonstrate robustness of the learned
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100) and accumulated reward

behavior against noise and uncertainty in the real world. Be-
cause of the very limited visual field of the E-puck camera, we
used an external camera to feedback the robot’s front, left and
right visual areas. The results are shown in Fig. 19.

In spite of the E-puck’s noisy observations and facing a new
environment, comparing the experimental result (see Fig. 19)
with the simulation result (see Fig. 18) shows the proper robust-
ness of the proposed framework in real problems. In fact this
reduction in average rewards is happened because of a smaller
road width and imperfect image processing.

3) Simulation Result II: To show the advantage of learning in
multiple perceptual spaces, the behavior in the front visual area
is learned in parallel with learning in the entire robot perceptual
space (X € %?). It means that the robot’s mind contains two
tiny agents; agent, observes state X = [front,left, right] €
2 and the perceptual space of agent, is X’ = [front] C X.

Based on Fig. 20, the generalization ability of the second per-
ceptual space (X') speeds up the learning and increases the ac-
cumulated reward especially during the early stages of learning.
The road shown in Fig. 16(a) is used in this simulation.
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VI. FURTHER DISCUSSION AND CONCLUSION

A new method for learning in continuous and multimodal
spaces was presented. The learning algorithm is constructed
from the probabilistic formalism which enables the agent to face
uncertainty in its perception and noisy environments. Utilizing
the mixture density model with adaptive number of components,
the developed model is capable of soft partitioning the percep-
tual space while learning.

On the other hand, the learning algorithm is designed to learn
through received rewards and punishments and handles the mul-
tistep problems as well as discounted rewards.

The framework we propose for learning in multiple percep-
tual spaces is a Mixture of Experts strategy in essence. This
brings many advantages such as alleviating the high dimension-
ality problem, providing a higher degree of fault tolerance and
robustness, and speeding up the learning. In addition, the pro-
posed method does not impose any extra learning trials to the
learning agent; however, it increases the computational cost of
learning because of learning in multiple perceptual spaces. Sim-
ulation and experimental results demonstrated not only the ef-
fectiveness of our approach in a noisy environment, but also the
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superiority of learning in multiple perceptual spaces. In sum, the
theoretical discussions, the results of simulations, and the out-
comes of experiments, reveal the following major points:

* Table I shows the learning speed in terms of the number

of episodes to attain the defined percentage of accumu-
lated reward by different learning methods in four maze
environments. The reference for calculation of those per-
centages is the reward accumulated by multiple percep-
tual spaces (MPA) method—which is the best method—at
episode 500.
Based on Table I, learning in MPA is the best method
in terms of the learning speed in all four maze environ-
ments. In addition, the proposed approach (PA) is faster
than Q-learning. The difference between learning speeds
for Q-learner, PA, and MPA decreases with increase in the
complexity of the environment. In fact, environments 2 and
3 are more complex—thus less generalizable—as small
obstacles distort the optimal policies around them while
in environments 1 and 4, the free and obstacle areas are
larger. Therefore, PA and MPA show their advantages far
distinguishing in environments 1 and 4.

* Table II compares the learning speeds of PA and MPA
methods in the single car driving task. The reference for
calculation of those percentages is the reward accumulated
by the MPA method at learning step 6000. As the table
shows, MPA is faster than PA and the difference in their
learning speeds decreases as the learning proceeds. Faster
learning in the early stages of learning is essential for the
application of RL methods in the real world, which is at-
tained by our MPA method.

* The proposed approach automatically and—we would
claim—properly partitions the perceptual space, while in
existing researches it is mostly done by hand. Of course
there are some methods that partition the state-space
adaptively; however, their partitioning methods are de-
terministic and crisp. Indeed an efficient partitioning
mechanism if performed in accordance with the agent’s
needs (action-based) in a soft manner (Gaussian distribu-
tion) can gain the proper level of achievable reward. On the
other hand, to have faster learning and to save memory, a
proper partitioning method should find coarse segments in
some areas in order to exploit the generalization property
that is encoded in the environment. Therefore, contrary
to hand-designed partitioning mechanisms which require
preknowledge about the task and the environment; our
approach partitions the state-space interactively by some
soft modules according to the expected reward.

+ The proposed approach needs a far smaller number of par-
titions in comparison to a Q-learner with the same level of
performance. It is due to the fact that our method partitions
the environment by soft entities according to the expected
reward. It means that the state partitioning is in-line with
reward maximization which is the ultimate goal of any RL
agent.

* One of the advantages of the proposed approach is faster
learning when generalization of experiences is possible.
The possibility of generalization of past experiences de-
pends on the environment and the state representation
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TABLE 1
ANALYZING THE LEARNING SPEED OF DIFFERENT METHODS IN TERMS OF ACCUMULATED REWARD IN THE MAZE TASK, PA = PROPOSED APPROACH IN

XY SPACE, QL = THE Q-LEARNER WITH QUANTIZATION FACTOR 3.3, MPA = PROPOSED APPROACH IN {XY, X, Y} SPACES

ANALYZING THE LEARNING SPEED OF DIFFERENT METHODS IN TERMS OF ACCUMULATED REWARD IN THE SINGLE CAR DRIVING, PA = PROPOSED APPROACH IN

Pe:"Cfthage of 60 % 70 % 80 % 00 %

acc reward

Method PA QL MPA PA QL MPA PA QL MPA PA QL MPA

Environment 1

(number of episodes) 103 145 11 142 188 78 201 260 133 345 400 229
Environment 2

(number of episodes) 121 160 119 168 203 152 230 269 229 329 376 317
Environment 3

(number of episodes) 151 182 118 196 224 166 258 284 228 346 372 314
Environment 4

(number of episodes) 120 165 97 163 212 138 228 289 200 334 425 294

TABLE 11

{FRONT LEFT RIGHT} SPACE, MPA = PROPOSED APPROACH IN { FRONT LEFT RIGHT , FRONT} SPACES,

Percentage of
accumulated reward 60 % 70 % 80 % 90 %
Method PA MPA PA MPA PA MPA PA MPA
Single Car Driving 2701 1469 3353 2034 4269 2680 5767 3762
(number of steps)

method. Therefore, state representation highly affects the
learning speed of the proposed method.

The possibility of concurrent learning in multiple sub-
spaces is helpful specifically for dealing with the real
world’s uncertain challenges. In fact, our method can
start learning with simpler perceptual subspaces and then
gradually add more complex perceptual ones. This gradual
learning results in a higher—but limited—Ievel of rewards
in the early stages of learning—which is very important
for situated and interactive agents—as learning in simpler
spaces is expected to converge faster. Moreover, adding a
new perceptual space does not disturb the agent’s perfor-
mance, since the Max operator in the decision fusion stage
automatically selects the decisions made in the simpler
spaces which have previously resulted in a dominant
policy. By dominant policy we mean a policy in which
the probability of selecting an action is higher than the
probability of selecting any other action in the previously
learned spaces.

No divergence was observed in the simulations and the
proposed methods converged to the solutions obtained by
the Q-learner agents. Providing convergence proofs for the
proposed methods is among our future research goals.
The max operator in the action fuser works well; however,
it is not an optimal action fuser in general. Leaning to fuse
the actions—especially when the environment is not fully
observable—is the next step of this research.

Setting the thresholds is a hard task in all learning methods
and our method is not an exception. Therefore, finding a
proper and computationally nonintensive method for adap-
tive and automatic selection of the thresholds is highly
desired.

Actually, the real robot’s experiment has been executed
to show the ability of the proposed framework in man-
aging uncertainties and generalizing the learned knowl-
edge. It shows the robustness of the proposed framework
against noise and uncertainty in this real problem. This ro-

bustness is the result of our employing the Bayesian ap-
proach for soft partitioning and learning. In addition, we
have showed by a series of simulations that learning in
subspaces and fusing the corresponding decisions results
in faster learning; which is crucial in real world tasks. The
next stage of this research is to demonstrate this character-
istic in the experiments as well.
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